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INSTRUCTIONS: ANSWER QUESTION ONE AND ANY OTHER TWO QUESTIONS 

 

QUESTION ONE  (30 MARKS)  

 

 a)    Show that 
1

1−𝑠
 is the generating function of {1, 1, 1, ……} hence find the generating 

function of the sequence {12, 22, 32, 42, …}      [6 marks] 

b) Let X and Y be independent Poisson distribution variable with parameters λ1

and λ2respectively. Show that the sum of the two Poisson random variables with parameters  

λ1and λ2is a Poisson variable with parameters λ1 λ2    [6 marks] 
 

c)  Distinguish between a stationary and evolutionary stochastic process  [2 marks] 

d)  Using the probability generating function technique, show that  

i)  E(X)=𝐺′(1)          [2 marks] 

 ii)  V(𝑋) = 𝐺′′(1) + 𝐺′(1) − [𝐺′(1) ]2       [4 marks] 

e)   Consider a Markov chain with two states and transitional probability matrix given by 

P=(
0.5 0.5
0.3 0.7

) 

Determine the stationary distribution of the chain      [6 marks] 

f)  Suppose X has a geometric distribution with parameter P. Determine the probability generating 

function of X and hence find the mean and variance of X.   

[6 marks] 

 

 

 



QUESTION TWO (20 MARKS) 

a)   Given that 𝐴(𝑠) =
1

(𝑠−2)(𝑠−3)2
. Determine 𝑎8     [8 marks] 

b)  Given that 𝑆𝑁 = 𝑋1 + 𝑋2 + ⋯+ 𝑋𝑁 where 𝑋𝑖 and N are random variables: 

i)  Find the PGF of  𝑆𝑁       [4 marks] 

ii)   Using (i) determine the 𝐸(𝑆𝑁)  and Var𝑆𝑁   [8 marks 

 

QUESTION THREE (20 MARKS) 

a)   Given that P is given by; 
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i)  Show that the state 𝐸1 is a periodic.       [4 marks] 

ii)  Given that the Markov chain is irreducible, show that exists  

     [7 marks] 

b) In a certain process the probability of n off springs from one ancestor is geometric with 

parameter p 

i)  Determine the range of values for which the process will die out with probability I 

            [3 marks] 

ii)  For P outside this range, find the probability of extinction    [3 marks] 

iii)  If P is chosen so that the probability or process never dies out is 0.999, what is the  

 probability that an individual will have an offspring.   [3 marks] 

            

QUESTION FOUR (20 MARKS)         

 

A continuous-time Markov sickness and death model has four states: H (healthy), S (sick), T 

(terminally ill) and D (dead). From a healthy state transitions are possible to states namely S and D, 

each at rate 0.05 per year. A sick person recovers his health at rate 1.0 per year; other possible 

transitions are to D and T, each with rate 0.1 per year. Only one transition is possible from the 

terminally ill state, and that is to state D with transition rate 0.4 per year. 

 

i) Draw the transition graph for this process.       [3 marks] 

 

ii)  Define P(t) = {𝑝𝑖𝑗 (t): i, j ∈ H, S, T, D} where 𝑝𝑖𝑗(t) denotes the probability of being in state j 

at time t given that the individual was in state i at time 0. State the Kolmogorov forward 

equation satisfied by the matrix P(t), making sure that you specify the entries of the matrix A 

which appears.         [4 marks] 

 

iii)  Calculate the probability of being healthy for at least 10 uninterrupted years given that you are 

healthy now.          [2 marks] 



iv)  Let 𝑑𝑗 denote the probability that a life which is currently in state j will never suffer a terminal 

illness. By considering the first transition from state H, show that 𝑑𝐻 =
1

2
+

1

2
𝑑𝑠  and deduce 

similarly that 𝑑𝑠 =
1

12
+

5

6
𝑑𝐻, Hence evaluate 𝑑𝐻 and 𝑑𝑠  .     [6 marks] 

 

v)  Write down the expected duration of a terminal illness, starting from the moment of the first 

transition into state T. Use the result of (iv) to deduce the expectation of the future time spent 

terminally ill by an individual who is currently healthy.    [5 marks] 

 

 

QUESTION FIVE (20 MARKS) 

 

a) In Markov chain, when is a state said to be; 

 

i)  Recurrent         [1 mark] 

ii)  Transient        [1 mark] 

iii)  Ergodic        [1 mark] 

iv) A periodic        [1 mark]  

v)  Convolution sequence.       [2 marks] 

 

 b)  State the assumption of birth and death processes.    [6 marks] 

 

c)  Find the distribution of 𝑆𝑁 = 𝑋1 + 𝑋2 + ⋯+ 𝑋𝑁 where X is are independent random variables 

from a binomial distribution with parameters 𝑁𝑖 and P for 𝑖 =  1, 2,3, … ,𝑁. 

            [12 marks] 


