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INSTRUCTIONS TO CANDIDATES
ANSWER QUESTION ONE (COMPULSORY) AND ANY OTHER THREE QUESTIONS

QUESTION ONE: COMPULSORY (40 MARKS)
a) Let X=(X,, X,)" be a bivariate normal vector with known population covariance

[; 3

The sample mean vector based on a sample of size n =25 is X = (3, 5)

matrix

2 2
At 5% significance level, test the hypothesis H,:u= [4} against H,:u# (4)

(5 Marks)
b) Consider a trivariate normal vector X=(X;, X,,X;)’ with mean vector
7 3 2
#'=@0-L2)and =3 4 1|.
2 1 2

Partition X as X; = X, and X, =(X,, X;)'. Find the conditional density of X, given
X, . Hence or otherwise, obtain the regression coefficients for the regression line
of X, on X, and X, (6 Marks)

c) Given a trivariate normal density with variance-covariance matrix
4 2 1

= % 2 7 Y

L % U

Compute R?%.23 (4 Marks)



. eys Ll Z:11 212
d) Let X ~ Np(/_J,Z), suppose X is partitioned such that X = X and X =

2 21 222
Explain how Canonical Correlation Analysis can be used to test the hypothesis
H,:Z,, =0 against H,:%,#0 (I Marks)
e) Explain the main objective in discriminant analysis. Hence or otherwise, derive
the classification rule for classifying a new observation X into either P, or P,

(6 Marks)
f) Suppose the data below is a random sample from a bivariate normal distribution

XT_3454T
= |6 4 7 7

Obtain:
i. The maximum likelihood estimate of the mean vector (3 Marks)
ii. The maximum likelihood estimate of the covariance matrix (4 Marks)

g) A random sample of size 10 was obtained from a bivariate normal population with
mean vector x and variance-covariance matrix X, (known) where

4 4.2 ' — !
2, :{42 5 } 1, =(6 5). Given that X =(5.8, 5.2), carry out the test at

0 (5 Marks)

0

H,:u=
a =0.01 level of significance for ’
Hotu#

IR Ix
= Ix

QOUESTION TWO: (20 MARKS)

a) In a physiological research on a given flower from a plant, the following four
measurements (in cm.) were taken on each flower from 100 plants; sepal length (
X,), sepal width ( X,), petal length ( X;) and petal width ( X,). The results of the

experiment were as follows:

X1 5.936 | 0.260 0.085 0.183 0.054
— X, 2.770 0.085 0.098 0.083 0.091| . .
X=|_"|= and S = with characteristic roots
- | Xs 4.260 0.183 0.083 0.221 0.073

X4 1.326 | 0.054 0.091 0.073 0.039

A, | [0.4879]

A, 0.0724 . .
A= = and corresponding Eigen vectors

Aq 0.0548

Aa| |0.0008 |

g, B, B, B, ]
0.68 —0.66 —0.26 0.10
f=1031 056 072 -022
062 034 062 -031
022 033 006 091

1. Using empirical test, obtain the expression for the principal components
(5 Marks)




ii. Also, obtain the percentage contribution of each component (3 Marks)
b) Let X,, X,,..., X, be n independent observation vectors from a multivariate

normal population with mean vector i and covariance matrix X . Define the

sample mean vector X = lz X, and sample covariance matrix as S = ((Sij )) )
r=1
s, = =3 (X, - X Jx, - X;)
ij _H; (A TR
i. Derive the distribution of X (Hint: show that X ~N ( U, %) (5 Marks)

ii. Show that the sample covariance matrix S is biased for X (5 Marks)
iii. Hence or otherwise, obtain the unbiased estimator for ~ (2 Marks)

QUESTION THREE: (20 MARKS)
a) The data below refers to nutritional contents of three diets. Variables measured
are
Y =[Y, (Ascorbig), Y, (Riboflavin)
Diet A (1 = 2) Diet B (n2 = 3) Diet C (n3 = 3)

0.25] [0.59 1.85| [3.50] [1.80 0.747 [1.25] [0.95
150" [1.78 290 |4.00|" |3.15 0.95|’11.80|  |1.55

1. Write down appropriate statistical model for analyzing this data (3 Marks)
ii. Find the between groups (B) and within groups (W), SS and CP Matrices

(8 Marks)
iii. Form a MANOVA Table (5 Marks)
iv. Test for equality of diet content at 0.1 level of significance (4 Marks)

OUESTION FOUR: (20 MARKS)
a) Two bivariate normal populations are mixed together. It was later decided that
the two populations be separated. The parameters of the two distributions are

P:X ~N,(4,%)and 4 =(62, 38)

P:X ~N,(x,%) and g =(58, 35) and %= 2 16

227 N\, I 16 16

Construct the optimal linear discriminant rule and classify a new observation
X =(60, 34) (6 Marks)

b) The table below shows laboratory results of three characteristics of soil chemical
contents (measured in milliequivalents per 100 g) from some 10 different locations.
The variables are

Y:1= available soil calcium,
Y2 = exchangeable soil calcium,
Y3 = turnip green calcium.



Location 1 2 3 4 5 6 1 8 9 10

Y, 35 35 40 10 6 20 35 35 35 30
Y. 35 49 300 28 27 28 46 109 80 1.6
Y3 280 2.710 4.38 3.21 2.13 2.81 2.88 2.90 3.28 3.20
Assuming normal distribution, use the provided data to obtain the following:
i. Mean vector (3 Marks)
ii. Dispersion matrix (5 Marks)
iii. Conditional distribution of Y, given (Y,,Y,)=(27.0,7.0) (6 Marks)

QUESTION FIVE: (20 MARKS)
a) Consider two bivariate normal populations X, ~ NZ(Hl, Z) and X, ~ NZ(HZ’ Z)

where the covariance matrix ¥ is known and the same for both populations. From

the two populations, we collect two independent random samples of size n, and
n, with sample means X: and X,. You are tasked with testing the hypothesis:
Ho:p, =p, against H, 1y # p,

1. Derive the test statistic for the hypothesis and explain how you would perform

the test and how you would determine the rejection region. (3 Marks)
ii. Use the following data to perform the test at 5% significance level of a = 0.05:

— (25 S (20
Sample 1. Xi = (3 Oj , N, =15 and Sample 2: X2 = (2 8) , N, =20 witha

(5 Marks)
0.6 1.2

b) The dataset below contains measurements of two features (height and weight)
from two different groups: Group 1 and Group 2.

. ] 15 0.6
known covariance matrix X =

Group 1 Group 2
Height Weight | Height Weight
1.50 65 1.70 15
1.55 62 1.72 18
1.58 63 1.75 80
1.62 68 1.80 85

Your task is to perform a linear discriminant analysis (LDA) by answering the following
questions:

1. Obtain the within-group covariance matrix. (T Marks)
ii. Calculate the linear discriminant function coefficients. (5 Marks)



